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Goal: To getanideaof whatpartsof the noisearerelevant

k = kthiterationof time
Z(k) = startstate— wherewe arenow, attime k — atriplet vector:
Z(k) = (2,y,9)
Z(k+1) = estimatedstatebasedon controlinputs
Z(k+1) = estimatedstatebasedn measuremerftom sensors
(k) = controlinputs— whereourwheels,odometry &c. told uswe
went— alsoof theform (x, y, )
P(k) = currentuncertainty— how unsurewe areof our presenstate
I = theidentity matrix
A,B,B';M = matriceswhicharefunctionsof the environment(¢)
V,W = noise
Cy,Cy = covariancematrices

EstimatedCurrentState:  #(k + 1
MeasuremenEquation:  Z(k + 1
UncertaintyEquation: P'(k + 1
UncertaintyUpdateEquation: P(k + 1

AZ(k) + Bi(k) +V
Mzk+1)+W

AP(k)AT + B'C,B'T
[I-K(k+1)M]-P'(k+1)

>[0],<TI
Kalman Gain: K(k+1) = [P'(k+1)- MT] - [MP'(k+ 1)MT + C,]

P'(k+ 1), theuncertaintyequationwould increasendefinitelyif we nevergotary
new informationaboutour surroundings— all we doin it is addthe noise,C,, to our
currentuncertainty(times A - AT to accountfor conditions). But we aregettingnew
informationaboutall our surroundingsat eachstep. In orderto accountfor this new
information,we useP(k + 1), theuncertaintyupdateequation.

This factorsin both the computedKalmangain, K (k + 1), andthe measurement
matrix, whichis constantWe know that K (k + 1) M < I by thefollowing algebra:

K(k+1)M = [P'(k+1)-MT-M]-[MP'(k+1)MT+C,] ' =1-[1-Cy] <1

Therefore,we areassuredhat[0] < [I — K(k + 1)M] < I, meaningthatthe
uncertaintyupdateequationminimizesthe uncertaintyequationby a factordependent

*oderaufirgendeineSprache— sondermicht nur mathisa!



ontheKalmangainandthe measuremennatrix.

For simplicity of explanation,we’re goingto assumehat A, B, B’, and M areall
I, theidentity matrix (asis A, A’stransformation)This assumeshatwe aremoving
in ideal conditions— no wind, no ice, no land mines. In reality, eachof thesethree
matriceswill represent differentfunction of the ernvironment— maybe A will be
friction, M darkness&c.

Best Guessat Final State:
Frk+1) =2k +1) + K(k + 1)(5’(k +1)— 2k + 1))

So,checkit out:

e As C, getsreally big (i.e., = o0), thatwill make the UncertaintyEquation
(P(k + 1)) getreally big, too. This meanshat

lim K(k+1)= = =1
(6.¢]

C,—0
which makesthatbig ugly Zr(k + 1):

a?’F(k+1)::E’(k+1)+I-(2’(k+1)—f(k+1)) = Z(k +1).

e Alternatively, asC,, — oo, thatonly affectsthe denominatoof K (k + 1) (the
(simplified) Kalmangainfunction):

lim K(k+1) = é = (0]

w00

therefore,

Zpk+1)=2(k+1)+[0]- (E‘(k +1)— 2k + 1)) = %(k + 1).

This all just sayswhich partsof what equationgo ignore,basedon which errors
arebig — tells youwhatto trustandwhatto ignore.



